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� The goal is to make (real valued) predictions given 
features

� Example: predicting house price from 3 attributes
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Age (year) Region
100 2 5 500
80 25 3 250
… … … …
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Regression problem
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Learning problem
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Learning problem
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� Specify the class of functions (e.g., linear)

� We begin by the class of linear functions
� easy to extend to generalized linear and so cover more 

complex regression functions 
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Hypothesis space
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Linear regression: hypothesis space
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Learning problem
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� Select how to measure the error (i.e. prediction loss)

� Find the minimum of the resulting error or cost function
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Learning algorithm
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Learning
Algorithm 

    Estimated
price
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Learning algorithm
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How to measure the error



Cost function:
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Linear regression: univariate example
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Regression: squared loss
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Sum of Squares Error (SSE) cost function 



 ($) Price
in 1000’s

 Size in feet2

(x)
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This example has been adapted from: Prof. Andrew Ng’s slides, Coursera
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Cost function: univariate example
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This example has been adapted from: Prof. Andrew Ng’s slides, Coursera
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Cost function: univariate example
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Cost function: univariate example
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Cost function: univariate example
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This example has been adapted from: Prof. Andrew Ng’s slides, Coursera
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Cost function: univariate example



�  

191919
Sharif University
of TechnologyLinear Regression 19

Cost function optimization: univariate
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Optimality conditions: univariate



�  

212121
Sharif University
of TechnologyLinear Regression 21

Cost function: multivariate
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Cost function and optimal linear model 
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Cost function: matrix notation
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Cost function: matrix notation
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Cost function: matrix notation
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Minimizing cost function



27

�  

2727
Sharif University
of TechnologyLinear Regression 27

Minimizing cost function
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Minimizing cost function
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Minimizing cost function
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Minimizing cost function
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Another approach for optimizing the sum 
squared error 
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Iterative optimization of cost function 
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Gradient ascent takes steps proportional to (the positive of) the gradient to find a local 
maximum of the function
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Review:
Gradient descent
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Step size

(Learning rate parameter)
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Review:
Gradient descent
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Review:
Gradient descent disadvantages



ω
1ω

0

J(ω0,
ω1)
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This example has been adapted from: Prof. Andrew Ng’s slides, Coursera
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Review: Problem of gradient descent with 
non-convex cost functions



ω
0

ω
1

J(ω0,
ω1)
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This example has been adapted from: Prof. Andrew Ng’s slides, Coursera
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Review: Problem of gradient descent with 
non-convex cost functions
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Gradient descent for SSE cost function
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 Batch mode: each step
considers all training data
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Gradient descent for SSE cost function



  
 

 

 

This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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This example has been adopted from: Prof. Ng’s slides (Coursera) 
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Stochastic gradient descent
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Stochastic gradient descent
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Least Mean Squares (LMS)
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Stochastic gradient descent
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� Sequential learning is also appropriate for real-time 
applications 
� data observations are arriving in a continuous stream 
� and predictions must be made before seeing all of the data

� The value of η needs to be chosen with care to ensure that 
the algorithm converges
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Stochastic gradient descent: online learning
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Empirical loss
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Evaluation and generalization
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Training and test performance
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Linear regression: number of training data



� By increasing the number of training examples, will solution be 
better?

� Why the mean squared error does not decrease more after 
reaching a level?
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Linear regression: generalization
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Linear regression: types of errors
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Linear regression: types of errors
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Linear regression: error decomposition
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Linear regression: error decomposition
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Linear regression: error decomposition
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Linear regression: error decomposition


